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Abstract

Human resource (HR) practices have been focused on using

assessments that are robust to faking and response biases

associated with Likert-type scales. As an alternative, multi-

dimensional forced-choice (MFC) measures have recently

shown advances in reducing faking and response biases

while retaining similar levels of validity to Likert-type mea-

sures. Although research evidence supports the effective-

ness of MFC measures, fairness issues resulting from

gender biases in the use of MFC measures have not yet

been investigated in the literature. Given the importance of

gender equity in HR development, it is vital that new assess-

ments improve upon known gender biases in the historical

use of Likert-type measures and do not lead to gender dis-

crimination in HR practices. In this vein, our investigation

focuses specifically on potential gender biases in the use of

MFC measures for HR development. Specifically, our study

examines differential test-taker reactions and differential

prediction of self-assessed leadership ability between gen-

ders when using the MFC personality measure. In an experi-

mental study with college students, we found no evidence

of gender differences in test-taker reactions to MFC
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measures. In a second cross-sectional study with full-time

employees, we found evidence of intercept differences,

such that females were frequently underpredicted when

using MFC personality measures to predict self-assessed

leadership ability. Moreover, the pattern of differential pre-

diction using MFC measures was similar to that of Likert-

type measures. Implications for MFC personality measures

in applied practice are discussed.
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1 | INTRODUCTION

In human resource (HR) development, personality tests have been considered one of the most important assessment

tools for purposes such as selection, vocational discernment, and self-assessment (Hough et al., 2015). They predict

important outcomes such as leadership (Bono & Judge, 2004), teamwork and team performance (Peeters

et al., 2006), overall job performance (Barrick & Mount, 1991; Hurtz & Donovan, 2000), and organizational citizenship

behaviors (Borman et al., 2001). Outside of selection, personality tests are often used for HR development in areas

such as vocational counseling (McCrae & Costa Jr, 1991) and personal development (e.g., employee self-reflection;

Moyle & Hackston, 2018). Furthermore, personality tests are relatively easy to administer and inexpensive (Anderson

et al., 2010).

Despite its merits and popularity, Likert-type personality measures (e.g., 1 = Strongly Disagree to 5 = Strongly

Agree), which are commonly used in HR development, have been criticized due to problems of faking (Wetzel,

Frick, & Brown, 2020). This is particularly concerning in selection settings, where applicants are motivated to fake

their responses to be hired. The resulting responses could alter the rank order of job applicants and distort the factor

structure, reliability, and validity evidence of personality tests, consequently harming the utility of selection systems

(e.g., Birkeland et al., 2006; Komar et al., 2008; Zickar et al., 2004).

In response to faking and other response bias concerns surrounding Likert-type tests, organizations have

increasingly turned to the use of multidimensional forced-choice (MFC) measures (e.g., StrengthsFinder [Rath, 2007];

the Tailored Adaptive Personality Assessment System [Stark et al., 2014]; the Adaptive Employee Personality Test

[Adept-15; Boyce et al., 2014]). MFC measures present multiple statements within an item block and ask respon-

dents to rank each statement from “most like me” to “least like me” or choose “most like me” or “least like me.” The
MFC design incorporates items measuring different psychological traits within each block of statements, matched

based on a similar level of social desirability and/or item extremity. As a result, it is impossible for respondents to

equally endorse all items with high social desirability, thus reducing the potential for faking (Wetzel, Frick, &

Greiff, 2020). Many researchers have shown that MFC measures successfully reduce faked score inflation

(e.g., Cao & Drasgow, 2019; Fisher et al., 2019; Hirsh & Peterson, 2008; Lee et al., 2019; 2021; Martinez G�omez &

Salgado, 2021; Wetzel, Frick, & Brown, 2020), while maintaining criterion-related validity similar to that of Likert-

type measures (e.g., Bartram, 2007; Lee et al., 2018; O'Neill et al., 2017; Salgado & Tauriz, 2014; Zhang et al., 2020).

For example, meta-analytic findings suggested that the average mean difference in MFC measures between high-

stakes settings (i.e., either applicant-incumbent designs or simulated selection scenarios) and low-stakes settings

(i.e., participants informed that the test was for research purposes only) was only 0.06 (Cao & Drasgow, 2019), which
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was considerably smaller than those of Likert-type measures in the previous meta-analytic research (e.g., 0.48–0.65

from Viswesvaran & Ones, 1999; 0.11–0.45 from Birkeland et al., 2006).

Despite these substantial advances in the use of MFC measures in HR selection, there have been very few

investigations into the potential gender differences in test-taker reactions to and validity evidence for MFC mea-

sures. As Hough and Oswald (2008) note, “Most organizations around the world are interested in fair employment

practices” (p. 284). Given growing demands for equity and fairness in testing situations, especially in personnel selec-

tion (Konradt et al., 2017; Stobart & Eggen, 2012; Truxillo et al., 2015), it is of vital importance to examine whether

MFC measures are equitable and fair to be used for assessment in selection. For example, if MFC measures engen-

dered more negative test-taker reactions among underrepresented groups (e.g., women), or if they systematically

underpredicted performance among underrepresented groups, then widespread use of MFC measures for HR selec-

tion could potentially exacerbate gender differences and inequity in hiring. Nevertheless, to date, this critical issue

has not been appropriately investigated in the literature. To address the issue, this study focuses on gender differ-

ences using MFC personality measures, compared with traditional Likert-type personality measures, in terms of test-

taker reactions (Study 1) and predictive bias (Study 2). Specifically, we employ the induced selection scenario design

with self-report measures (e.g., Byle & Holtgraves, 2008; Cao & Drasgow, 2019) to simulate employee selection;

though limitations of this design are discussed later, this design approximates the experiences that actual applicants

may have when taking personality tests.

2 | TEST-TAKER REACTIONS TO PERSONALITY MEASURES ACROSS
GENDERS

Test-taker reactions to assessments used in HR development are of vital importance to both the individual and the

organization. At the individual level, test-taker reactions are related to the intention to accept a job offer and extend

to one's overall intention to support an organization (e.g., “That was such a bad interview experience, I would never

spend money at that business again.”), and even future work performance upon hiring (Konradt et al., 2017; J. M.

McCarthy et al., 2013; Rynes & Barber, 1990; Smither et al., 1993). At the organizational level, test-taker reactions

are important to maintaining the organization's public renown, reducing the risk of litigation, and encouraging future

candidates to apply (Harris et al., 2020; Hausknecht et al., 2004; J. M. McCarthy et al., 2017). Thus, maintaining posi-

tive test-taker reactions to tests used in personnel selection is of critical importance for organizations. Test-taker

reactions are also related to the perceived efficacy and value of personality tests used in settings such as vocational

counseling and employee self-development (Lundgren et al., 2019).

Test-taker reactions that potentially differ between genders could create problems for organizations, especially in

terms of gender equity. For example, differential reactions could negatively affect recruitment. If one gender group

shows more strong negative reactions to personnel assessments or procedures than the other group, they would be

less likely to apply to the job (Hausknecht et al., 2004) or more likely to dissuade others from applying to the job

(Smither et al., 1993), thus reducing the pool of qualified applicants and subsequently lead to differential hiring rates

(Newman et al., 2014). Moreover, the concerns over an organization's public reputation and litigation risk could like-

wise lead to reduced hiring rates among protected gender groups. This is particularly relevant for gender-unbalanced

industries or domains, where there are already substantial differences in the size of the pool of qualified applicants

(e.g., engineering or social services; see https://www.bls.gov/cps/cpsaat11.htm). Thus, it is crucial for organizations to

ensure that they are attracting equal numbers of qualified applicants between gender groups. Thus, Study 1 focuses on

identifying potential gender differences in test-taker reactions to MFC and Likert-type personality tests.

Prior studies have focused primarily on how test-taker reactions to MFC measures differ from reactions to

Likert-type measures, given the fact that response processes to the two types of measures differ. Specifically,

Likert-type measures elicit absolute decision-making (i.e., simply choose the degree of agreement within a single

statement), whereas MFC measures elicit comparative decision-making (i.e., compare the relative preferences among
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multiple statements within an item block and determine their ranks). Harland (2003) found that MFC personality

measures elicited more negative test-taker reactions than Likert-type measures in a leadership development context,

especially in terms of perceived accuracy, usefulness, and respectfulness. These findings also have been replicated in

a personnel selection context (e.g., Converse et al., 2008). More recently, Dalal et al. (2019) proposed a self-concept

theory explanation of these findings, suggesting that MFC measures threaten the test taker's self-concept due to

restriction of choice, forced endorsement of negative items, and lack of feedback. They found that test-taker reac-

tions indeed improved when these factors were addressed, using graded ranking MFC measures (as opposed to

pairwise preference), removing socially undesirable items, and providing post-assessment feedback.

Our study is the first to examine gender differences in test-taker reactions for MFC measures, but there is

empirical evidence to suggest that gender differences might exist in the use of MFC measures. First, research on

decision-making suggests that gender differences in the decision-making process could impact test-taker reactions.

For example, De Acedo Lizárraga et al. (2007) found that “[females] are more concerned with uncertainty, doubts,

and the dynamism that are involved in the decision” (p. 387). Other studies have also found that females feel much

less comfortable with guessing in test-taking (Adam, 1999; Baldiga, 2014). Applied to MFC measures, this would sug-

gest that females might be more likely to react negatively due to the forced-choice nature of comparative decision-

making, thus leading to increased ratings on perceived cognitive demand.

Additionally, after considering the influences of social roles in the workplace, men and women might react differ-

ently to forced-choice questions (see Social Role Theory; Eagly et al., 2000). For example, if the item block consists

of statements favoring social roles or expectations toward males (e.g., ranking “I am assertive” over “I easily make fri-

ends”), females may feel that the MFC items are less predictive of their future performance, thus leading to more

negative test-taker reactions in terms of perceived validity. Finally, Lishner et al. (2008) explored different types of

forced-choice measures of sexual and emotional infidelity, finding gender differences in how upsetting participants

found each of the measures. Though a completely different content area, this suggests that gender differences might

exist in test-taker reactions to forced-choice measures. Altogether, this lends support to our argument that there

could be important gender differences in test-taker reactions to MFC measures (compared to Likert-type measures).

These gender differences could lead to negative downstream effects in HR management, such as lower offer accep-

tance rates, decreased diversity of the applicant pool, and growing mistrust in personality tests for developmental

purposes. Thus, we propose our first set of hypotheses and research questions:

H1. Gender differences exist in test-taker reactions to Likert-type and MFC personality measures.

RQ1. Are there different patterns of gender differences between test-taker reactions to Likert-type

compared with MFC personality measures?

3 | DIFFERENTIAL PREDICTION BY PERSONALITY ACROSS GENDER
GROUPS

Our second study focused on gender differences in terms of predictive bias. Personality tests can be used as a pre-

dictor for several different outcomes that organizations might be interested in. For formal selection purposes, per-

sonality tests would be used to predict desirable job-related outcomes; but in other HR development settings,

personality tests could also be used as an employee self-assessment tool (e.g., in a leadership training “course”
offered to encourage employee development and professional growth; Moyle & Hackston, 2018). One important

way to look at the fairness and equity of personality tests is to examine for differential prediction. Differential pre-

diction is a form of test bias, which is when “some aspect of the test [causes] it to work systematically differently

across subgroups” (Berry, 2015, p. 442). Specifically, differential prediction occurs when “for a given subgroup, con-

sistent nonzero errors of prediction are made for members of the subgroup” (Society for Industrial and

4 ZHOU ET AL.



Organizational Psychology, 2003, p. 32). Statistically, differential prediction can take the form of slope differences

(i.e., differences in the validity coefficient between groups) and/or intercept differences (i.e., systematic over- or

under-prediction for a given subgroup). In other words, if personality tests show differential prediction between gen-

ders, this means they will systematically overpredict and underpredict a given outcome variable for the two groups.

This has important practical implications when the test is used for HR development. In a selection setting, if per-

sonality does not predict job-related outcomes as well for females compared with males, then there would be more

errors involved in using personality as a selection tool for females, which could result in unfair hiring decisions (Berry

et al., 2013). Moreover, if personality tests systematically underpredict female scores on job-related outcomes, then

hiring decisions made based on a single cut score on the predictor from a common regression line (which is required

by law; Saad & Sackett, 2002) could lead to fewer females being selected than would deserve to be selected (Berry

et al., 2013). In other HR development settings, if personality tests show differential prediction between genders on

a self-assessed outcome (e.g., self-perceptions of leadership potential), then one gender might be systematically

underrepresented in terms of their perceived leadership abilities. Taking this a step further, if personality tests are

used to identify high-potential employees (e.g., “Hi-Po's”, see Bialek & Hagen, 2022), it could also lead to implica-

tions for women's self-selection for leadership roles. Thus, the investigation of differential prediction is crucial to

understanding whether the use of personality tests for HR development is fair and equitable based on gender.

Very few studies have tested the differential prediction of personality tests, and those that have been published

have shown somewhat inconsistent results and exclusively focused on Likert-type personality tests. In Saad and Sac-

kett's (2002) ground-breaking study on the topic, they used three personality composites to predict five job performance

dimensions among military participants, and they found little to no slope differences but substantial intercept differ-

ences. Interestingly, the intercept differences resulted in overprediction of females, and most were found when person-

ality was used to predict leadership performance outcomes. Berry et al. (2013) built on this study, expanding it to all Big

Five personality factors and to nonmilitary populations (specifically, two samples of middle managers at a US energy

company, and Chinese MBA students). They generally replicated earlier findings that Likert-type personality measures

showed little evidence of differential prediction, with only 3.3% of cases showing differential prediction across both

samples. On the other hand, Duehr (2006) used the Big Five personality test to predict nine dimensions of the

transformational-transactional leadership behavior scale. Drawing from gender roles theory, Duehr hypothesized and

found that 44% of cases showed intercept differences that underpredicted female scores on desirable leadership behav-

iors, but overpredicted female scores on undesirable leadership behaviors. In short, the research on differential predic-

tion among personality tests is inconclusive and severely lacking; Berry et al. (2013) recommended extensive future

research with larger sample sizes, employees from different companies or industries, and using different types of person-

ality measures. Since then, there has been little to no effort in answering these important questions to our knowledge.

In our study, we focus on leadership outcomes as opposed to generic performance for several reasons. First,

there is growing consensus that personality is an important predictor of leadership behaviors above and beyond the

influence of the situation (Bono & Judge, 2004). As a result, personality tests have become more popular in person-

nel selection for leadership positions (Salgado & De Fruyt, 2017). Moreover, as Duehr (2006) extensively discusses,

gender stereotypes are particularly strong with regard to leadership, which could lead to more evidence showing dif-

ferential prediction (contrary to the lack of evidence found by Berry et al., 2013). Duehr (2006) argues that personal-

ity traits that are stereotypically masculine or feminine “may function differently for men and women in the

prediction of transformational leadership… [and] influence the degree to which identical levels of a personality trait

are predictive of leadership behavior for men relative to women” (p. 61). Moreover, prior studies have highlighted

known mean differences between genders on both the predictor side (personality; Weisberg et al., 2011) and the

outcome side (leadership; Stelter, 2002). Thus, if women, in fact, demonstrate more people-oriented leadership

behavior (i.e., the mean difference in the outcome variable), which is driven primarily by the agreeableness personal-

ity trait (De Vries, 2012), and women tend to score higher on agreeableness (i.e., the mean difference in the predictor

variable), then it follows that women would be expected to have higher performance on a measure of people-

oriented leadership compared with men. Furthermore, following the recommendation of an anonymous reviewer,

we also investigate how the combination of Big Five personality traits might differently predict leadership
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characteristics between men and women. That is, some personality traits might be more predictive of specific leader-

ship behaviors (relative to other personality traits) for men when compared with women. Finally, recently growing

calls for “breaking the glass ceiling” center around the lack of females in leadership positions (Johns, 2013; Kalaitzi

et al., 2017; Sims et al., 2021). Public policy and public opinion likewise are highly concerned with gender equity in

leadership; for example, California mandated in 2018 that all publicly traded companies have at least one female

board director (Jamali, 2020). Thus, it is important to ensure that the selection methods used to appoint organiza-

tional leaders do not show gender biases.

Specifically, we examined differential prediction in MFC and Likert-type measures predicting four popular lead-

ership outcomes: task-oriented leadership (i.e., “initiating structure”), people-oriented leadership (i.e., “consideration,”
Stogdill, 1963), charismatic leadership (House & Howell, 1992), and ethical leadership (M. E. Brown & Treviño, 2006).

These four leadership outcomes, while by no means an exhaustive list of the variety of theories of leadership, are

among the most popular and have been used as key outcome variables in prior studies linking personality to leader-

ship (e.g., De Vries, 2012). Moreover, Duehr's (2006) study focused solely on transformational leadership with only

three personality predictors as opposed to five. Given recent concerns over the internal validity of transformational

leadership as a construct (Van Knippenberg & Sitkin, 2013), we argue that it is wise to extend the existing findings to

the Big Five and a more comprehensive leader behavior outcome model.

We are among the first to consider the important aspect of the type of personality measure. If MFC measures

produce greater levels of differential prediction across genders than the Likert-type measures have shown, this

would severely threaten their usability and fairness in a selection context. To our knowledge, only one study investi-

gated the differential prediction of MFC personality measures so far. Nye et al. (2020) recently examined the differ-

ential validity of an MFC personality measure between occupational classes in a military context. Their results

indicated that the correlations from personality to attrition did in fact differ in size between military occupational

specialties. However, the subgroups used in this study were occupational specialties within the military (e.g., infantry,

medics, motor transport operators), as opposed to demographic subgroups such as gender and race. Given the afore-

mentioned legal concerns over differential prediction between protected subgroups such as gender and race, our

study adds unique information about the fairness of MFC personality tests in a legal context by focusing on gender

differences. If overlooking possible gender biases of MFC personality measures relative to Likert-type personality

measures, efforts to use MFC measures in HR development could be subject to issues of fairness, equity, and legal-

ity. Because the literature does not clearly state a direction of the effect (e.g., how much bias there should be), we

leave these as exploratory research questions:

RQ2. Is there evidence of differential prediction between genders when using an MFC personality

measure to predict leadership-related outcomes?

RQ3. How does differential prediction differ across Likert and MFC personality measures?

4 | STUDY 1: DIFFERENTIAL TEST-TAKER REACTIONS BETWEEN
GENDER GROUPS

4.1 | Methods

4.1.1 | Participants and procedures

Participants were undergraduate psychology students at a large land-grant mid-Atlantic public research university.

Students received course credit in exchange for participation in this study. A total of 306 full-time students were rec-

ruited through the university's Psychology Research Participation System. Participants were told to imagine they had

been recruited by a large private organization and asked to take a series of personality assessments. Participants
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were randomly assigned to take either the Likert-type personality measure or the MFC personality measure,

followed by the test-taker reaction questions. After 2 weeks, participants were invited via email to return to com-

plete the opposite personality measure format that they did not complete the first time. For example, if they

completed Likert-type items in the first session, they completed MFC items in the second session. Therefore, the

data collection of the Likert-type and MFC personality measures was counter-balanced. Fifty-one participants failed

to attend a second lab session; these participants and two others who did not report gender were excluded from

analyses. Thus, 253 participant records were retained for use in the study. The sample was primarily female (64%).

4.1.2 | Measures

Participants completed the Big Five personality items in a 20-triplet MFC format (i.e., 60 personality items appearing

in sets of three) used by A. Brown and Maydeu-Olivares (2011). For the Likert-type format, the same 60 items that

were in the MFC format were converted to Likert-type statements. For test-taker reactions, participants completed

Likert-type items consisting of (a) six items measuring perceived cognitive load (e.g., “I feel this test is easy to com-

plete”; Converse et al., 2008), (b) two items measuring perceived respectfulness (e.g., “I feel this test is respectful of
my feelings”; Harland, 2003), (c) five items measuring perceived validity (e.g., “I feel this test is relevant to the job.”;
Bauer et al., 2001; J. McCarthy et al., 2009), and (d) three items measuring perceived accuracy (e.g., “I feel this test
allows me to accurately depict my personality.”; Speer et al., 2016). Internal consistency (omega coefficient) for each

measure was 0.71, 0.76, 0.75, and 0.69.

4.2 | Results

We compared test-taker reactions between genders on four different aspects: perceived validity, perceived accuracy,

perceived cognitive load, and perceived respectfulness (i.e., the main effect of gender). We conducted mixed factor

ANOVAs using the rstatix package (Kassambara, 2021) with response format (MFC vs. Likert) as a within-subjects

factor and gender (male vs. female) as a between-subjects factor, after controlling for the effects of order (group A

which completed Likert first then MFC vs. group B which completed MFC first then Likert). p-values were then

adjusted for multiple comparisons (4 DVs) using the Benjamini–Hochberg correction (Huang, 2020).1 Table 3 reports

the ANOVAs with adjusted p-values, and Figure 1 visualizes the results. Overall, the main effect of gender was not

significant for the four dependent variables. Thus, Hypothesis 1 (i.e., gender differences exist in test-taker reactions

to Likert-type and MFC personality measures) was not supported. We noted however that the response format was

significant for all four test-taker reactions, such that applicants reacted more negatively to the MFC measure. This

finding is in line with prior studies on MFC test-taker reactions (e.g., Converse et al., 2008). Moreover, in response to

RQ1 (i.e., different patterns of gender differences between test-taker reactions to Likert-type compared to MFC per-

sonality measures), the interaction effect was not significant for all four dependent variables. Thus, we concluded

that there was no evidence of gender differences in test-taker reactions.

5 | STUDY 2: DIFFERENTIAL PREDICTION ACROSS GENDER GROUPS

5.1 | Methods

5.1.1 | Participants and procedure

For our second study on differential prediction, data were collected from an online sample of full-time working adults

via Amazon Mturk, an online crowdsourcing website for survey participants. Study 2 included adults over the age of
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18 who work at least 32 h/week. In addition, we used quotas so that we could collect an equal number of male and

female responses, which addresses concerns over unequal proportions distorting earlier findings (Saad &

Sackett, 2002). Participants completed a 45-minute online survey including both Likert-type and MFC questions for

Study 2. One thousand eighty-three responses were initially collected in March 2020 and were paid 3.00 USD each.

After filtering out participants who failed at least one of the three attention check questions (e.g., Please answer ‘2 –

Somewhat Disagree’ for this question; see Kung et al., 2018), we were left with a sample size of 876. The average

age of the sample was 38.86 (SD = 10.18), and the sample was 68.84% white/Caucasian, 16.89% Asian or

Asian-American, 6.96% Black or African American, and the rest other or mixed. Participants worked an average of

43.08 h/week (SD = 6.01) (Figures 2 and 3).

5.1.2 | Measures

After completing a set of demographic questions, participants responded to the same two personality measures

(Likert-type and MFC) used in Study 1. The order of presentation of each type of personality measure was randomly

distributed throughout the survey to minimize order effects. Next, we calculated empirical reliability estimates.2 The

reliability estimates for the Likert-type personality scales were comparable to prior studies of gender differences in

personality (e.g., Weisberg et al., 2011): 0.90 for agreeableness, 0.89 for conscientiousness, 0.95 for extraversion, 0.94

for neuroticism, and 0.88 for openness. The reliability estimates of MFC measures were computed as well. Like the

Likert-type scales, reliability estimates of the MFC measure were adequate—0.76 for agreeableness, 0.78 for conscien-

tiousness, 0.83 for extraversion, 0.83 for neuroticism, and 0.75 for openness. These reliabilities are comparable with

previous research findings of MFC personality measures (e.g., agreeableness = 0.70, conscientiousness = 0.75,

extraversion = 0.83, neuroticism = 0.80, and openness = 0.72 from Lee et al., 2018).

Participants then completed a set of measures of outcome variables including four types of leadership behavior.

These measures were presented at the end of the study, maximizing psychological separation from the independent

TABLE 1 Means, SDs, correlations, and effect sizes for Study 1 variables.

Variable

Likert-type MFC MFC vs.
Likert
Cohen's d

Correlations with…

Gender Mean SD Mean SD Validity Accuracy Load Respect

Perceived Validity Male 3.16 0.67 2.94 0.72 �0.38 1.00 - - -

Female 3.25 0.60 2.99 0.65

Combined 3.22 0.62 2.97 0.67

Perceived

Accuracy

Male 2.90 0.74 2.64 0.88 �0.27 0.68 1.00 - -

Female 2.93 0.79 2.73 0.76

Combined 2.92 0.77 2.71 0.81

Perceived

Cognitive Load

Male 2.12 0.46 2.34 0.64 0.38 �0.23 �0.19 1.00 -

Female 2.21 0.47 2.40 0.54

Combined 2.18 0.47 2.38 0.58

Perceived

Respectfulness

Male 3.57 0.73 3.30 0.74 �0.35 0.54 0.53 �0.20 1.00

Female 3.60 0.70 3.35 0.77

Combined 3.59 0.71 3.33 0.76

Note: Validity = Perceived Validity; accuracy = Perceived Accuracy; load = Perceived Cognitive Load; respect = Perceived

Respectfulness.

Abbreviation: MFC, multidimensional forced-choice.
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variables to reduce the likelihood of common method bias (Podsakoff et al., 2003). Task-oriented leadership was mea-

sured using five items from Schriesheim and Stodgill's (1975) revised Leader Behavior Description Questionnaire.

We selected five items from the original 10-item measure based on the highest factor loadings (e.g., “I schedule the

work to be done” and “I maintain definite standards of performance”). Internal consistency (omega coefficient) was

0.83. People-oriented leadership was similarly measured using 5 out of the 10 items from Schriesheim and Stogdill

(1975) based on the highest factor loadings (e.g., “I treat all group members as my equals” and “I am friendly and

approachable”). Internal consistency (omega coefficient) was 0.71. Charismatic leadership was measured using De

Hoogh et al.'s (2005) four-item measure of inspirational motivation. Items included “I talk optimistically about the

future” and “I express confidence that goals will be achieved.” Internal consistency (omega coefficient) was 0.87.

Finally, ethical leadership was measured using five items selected based on the highest factor loadings from M. E.

Brown et al.'s (2005) 10-item measure of ethical leadership (e.g., “I have the best interests of employees in mind”
and “I make fair and balanced decisions”). Internal consistency (omega coefficient) was 0.83.

F IGURE 1 Interaction charts of gender and test format on test-taker reactions.

TABLE 3 Univariate ANOVA results from Study 1.

Dependent variable Gender Response format Interaction

Perceived Validity F(1, 249) = 1.034,

p = 0.511, η2=0.003

F(1, 249) = 31.125,

p < 0.001, η2=0.032

F(1, 249) = 0.273,

p = 0.733, η2 < 0.001

Perceived Accuracy F(1, 249) = 0.659,

p = 0.622, η2=0.002

F(1, 249) = 21.183,

p < 0.001, η2=0.019

F(1, 249) = 0.648,

p = 0.622, η2= 0.001

Perceived Cognitive

Load

F(1, 249) = 1.683,

p = 0.366, η2=0.005

F(1, 249) = 32.790,

p < 0.001, η2=0.034

F(1, 249) = 0.158,

p = 0.807, η2 < 0.001

Perceived

Respectfulness

F(1, 249) = 0.361,

p = 0.733, η2=0.001

F(1, 249) = 28.953,

p < 0.001, η2=0.028

F(1, 249) = 0.002,

p = 0.960, η2 < 0.001

Note: p-values are adjusted using the Benjamini–Hochberg correction. Results are after controlling for the effect of order.

η2= eta-squared.
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5.2 | Results

5.2.1 | Preliminary analyses

Because both predictors and outcomes were collected via self-reported measures, we first assessed the potential of

common method bias by conducting Harman's single-factor test (Podsakoff et al., 2003). We found that the common

factor extracted only accounted for 22% of the variance. According to conventional cutoffs (e.g., 50% or 70%, see

Fuller et al., 2016 for a simulation study), this suggests that common method variance is not substantially present in

F IGURE 2 Graphs of significant differential prediction using Likert-type measures.
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our data. Due to recommendations that Harman's test can be biased downward due to the number of variables, we

scored the personality data (five predictors) and leadership data (four outcomes) separately to partially control for

potential common method bias (Podsakoff et al., 2003; see next paragraph for details).

Participants' latent traits on the MFC triplet data were scored using a Thurstonian item response theory (TIRT)

model with ULSMV estimator (A. Brown & Maydeu-Olivares, 2012) in Mplus 8 (Muthén & Muthén, 1998–2017).

We refer readers to A. Brown and Maydeu-Olivares (2012) for details of the TIRT model scoring process. Model fit

was as follows: CFI = 0.872, TLI = 0.863, RMSEA = 0.033 (90% CI = 0.032, 0.025). We note that recent MFC study

using the TIRT model also reported similar fit results with our findings (e.g., RMSEA = 0.03, CFI = 0.85, and

SRMR = 0.098 from Guenole et al., 2018; RMSEA = 0.04, CFI = 0.90, TLI = 0.88 from Morillo et al., 2016;

RMSEA = 0.03, CFI = 0.89, TLI = 0.89 from Lee et al., 2018).

Next, to stay consistent with the IRT-based estimation used for the MFC measure, we estimated scores on the

Likert-type personality measure using the multidimensional version of the graded response model (Samejima, 1997)

in R using the mirt package with the default expected a-posteriori factor score estimation (Chalmers, 2012). Fit statis-

tics at the item-level were good, with an average RMSEA of 0.015 across 60 items and a maximum RMSEA of 0.046.

Finally, scores on the leadership outcome measures were estimated using traditional CFA using the MLR estimator

to account for potential non-normality. Model fit was as follows: CFI = 0.891, TLI = 0.873, RMSEA = 0.078 (90%

CI = 0.072, 0.084), SRMR = 0.067.

5.2.2 | Primary analyses

To assess for differential prediction, we followed the step-down hierarchical regression procedure outlined by

Lautenschlager and Mendoza (1986). In this method, four regression models are fitted: Model 1 (predictor only),

Model 2 (predictor, demographic variable, and product of the two), Model 3 (predictor and product only), and Model

4 (predictor and demographic variable only). In Step 1, Model 1 is compared with Model 2; a significant improvement

in prediction suggests that bias exists because of the demographic variable (nonsignificant results mean there is no

F IGURE 2 (Continued)
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bias, so no further testing is conducted). For Step 2, Model 2 is compared with Model 4. If significant, it suggests that

there are slope differences, and Step 3 compares Model 3 with Model 2 to test whether there are also intercept dif-

ferences. If Step 2 is not significant, it suggests that there are no slope differences, and Step 3 compares Model

4 with Model 1 to test whether there are intercept differences instead. We refer interested readers to

Lautenschlager and Mendoza (1986) for more details on the differential prediction testing procedure.

We first tested for evidence of differential prediction between genders when using an MFC personality measure

to predict self-reported leadership outcomes. Table 4 presents the results of differential prediction for MFC mea-

sures. Across the 20 analyses (each of five personality dimensions with each of four outcome variables), slope

F IGURE 3 Graphs of significant differential prediction using multidimensional forced-choice measures.
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differences were identified in just one case: Neuroticism predicting charismatic leadership (ΔR2 = 0.010, p < 0.01).

Following the interpretation method demonstrated by Berry et al. (2013), this means that MFC personality scores

were differentially related to self-reported leadership outcomes between genders in 5% of cases, which is around

what might be expected to occur as a chance phenomenon given the large number of pairwise comparisons being

tested. Thus, there do not seem to be meaningful slope differences. However, there were numerous instances of

intercept differences; 10 of the 20 cases (i.e., 50%) using MFC measures showed intercept differences, which were

far greater than the low levels of differential prediction reported previously (Berry et al., 2013). In general, intercept

differences were primarily found in the prediction of people-oriented leadership and ethical leadership. Moreover, all

instances of intercept differences resulted in an underprediction of female scores, much like what Duehr (2006)

found. Thus, we concluded that the MFC personality measures showed evidence of differential prediction, primarily

in intercept differences, when used to predict job-related outcomes; specifically, female scores on leadership out-

comes tended to be underpredicted (Tables 5 and 6).

We also compared this pattern with the differential prediction results of Likert-type personality measures (see

Table 7). Overall, there was a consistent match. Likert-type measures showed two cases of slope differences

(Conscientiousness predicting people-oriented leadership [ΔR2 = 0.008, p < 0.01] and ethical leadership

[ΔR2 = 0.008, p < 0.01]), like the one case found using MFC measures; thus, there do not appear to be meaningful

slope differences. Additionally, Likert-type measures showed nine cases of intercept differences, like the 10 cases

found using MFC measures. Once again, all instances of intercept differences resulted in an underprediction of

female scores. Moreover, of almost all the combinations where Likert-type measures showed differential prediction,

MFC measures showed differential prediction in the same combinations. For both measures, the differential predic-

tion was most common when predicting people-oriented and ethical leadership. Lastly, in most of the cases, the

amount of differential prediction was very small, with the change in R2 less than 0.1% in about half of the cases. In

general, the change in R2 in cases of differential prediction was smaller when using MFC measures compared with

Likert-type measures. Overall, we concluded that there was little to no difference in differential prediction between

Likert-type and MFC personality measures.

F IGURE 3 (Continued)
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TABLE 4 Tests of differential prediction of MFC personality across gender groups.

Predictor Outcome Step 1 Step 2 Step 3 Conclusion

Openness (MFC) Task

leadership

ΔR2=0.004,

ΔF=1.788

No bias

People

leadership

ΔR2=0.018,

ΔF=8.680**

ΔR2 < 0.001,
ΔF= 0.194

ΔR2=0.018,

ΔF=17.183**

Intercept

differences onlyb

Charismatic

leadership

ΔR2=0.005,

ΔF=2.397

No bias

Ethical

leadership

ΔR2=0.020,

ΔF=9.545**

ΔR2=0.001,

ΔF= 0.886

ΔR2=0.019,

ΔF=18.207**

Intercept

differences onlyb

Conscientiousness

(MFC)

Task

leadership

ΔR2=0.002,

ΔF=0.885

No bias

People

leadership

ΔR2=0.014,

ΔF=6.460**

ΔR2=0.001,

ΔF= 0.849

ΔR2=0.013,

ΔF=12.074**

Intercept

differences onlyb

Charismatic

leadership

ΔR2=0.004,

ΔF=1.948

No bias

Ethical

leadership

ΔR2=0.016,

ΔF=7.482**

ΔR2=0.002,

ΔF= 1.921

ΔR2=0.014,

ΔF=13.029**

Intercept

differences onlyb

Extraversion

(MFC)

Task

leadership

ΔR2=0.004,

ΔF=1.664

No bias

People

leadership

ΔR2=0.021,

ΔF=9.424**

ΔR2=0.001,

ΔF= 0.892

ΔR2=0.020,

ΔF=17.958**

Intercept

differences onlyb

Charismatic

leadership

ΔR2=0.006,

ΔF=2.986

No bias

Ethical

leadership

ΔR2=0.021,

ΔF=9.468**

ΔR2 < 0.001,
ΔF= 0.283

ΔR2=0.021,

ΔF=18.669**

Intercept

differences onlyb

Agreeableness

(MFC)

Task

leadership

ΔR2 < 0.001,
ΔF=0.062

No bias

People

leadership

ΔR2=0.008,

ΔF=4.241*

ΔR2=0.003,

ΔF= 2.734

ΔR2=0.005,

ΔF=5.736*

Intercept

differences onlyb

Charismatic

leadership

ΔR2=0.002,

ΔF=1.051

No bias

Ethical

leadership

ΔR2=0.009,

ΔF=4.313*

ΔR2=0.001,

ΔF= 1.392

ΔR2=0.007,

ΔF=7.223**

Intercept

differences onlyb

Neuroticism (MFC) Task

leadership

ΔR2=0.006,

ΔF=2.874

No bias

People

leadership

ΔR2=0.031,

ΔF=15.083**

ΔR2=0.001,

ΔF= 0.678

ΔR2=0.030,

ΔF=29.499**

Intercept

differences onlyb

Charismatic

leadership

ΔR2=0.016,

ΔF=7.904**

ΔR2=0.006,

ΔF= 6.369*

ΔR2=0.010,

ΔF=9.602**

Slope & intercept

differences

Ethical

leadership

ΔR2=0.031,

ΔF=14.771**

ΔR2=0.001,

ΔF= 1.020

ΔR2=0.030,

ΔF=28.520**

Intercept

differences onlyb

Note: Differential prediction was conducted following the steps from Lautenschlager and Mendoza (1986).

Abbreviation: MFC, multidimensional forced-choice.
aFemales are overpredicted.
bFemales are underpredicted.

*p < 0.05; **p < 0.01.
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6 | DISCUSSION

Our research fits neatly into the landscape of research in the use of personality tests for HR development, by exam-

ining gender biases in the use of MFC measures of personality to predict self-assessed leadership. The main findings

are as follows. First, we found no support for our H1 that there would be gender differences in test-taker reactions

(e.g., perceived validity, perceived respectfulness). We also found no significant interactions between gender and test

format in explaining test-taker reactions (RQ1). Second, we found little evidence for differential prediction in terms

of slope differences between genders on MFC measures predicting self-assessed leadership (only 5% of cases), and

some evidence of differential prediction between genders such that intercept differences led to females being gener-

ally underpredicted (50% of cases; RQ2). Third, we noted that the pattern of results for MFC measures was consis-

tent with the pattern of results in differential prediction using Likert-type measures. Specifically, the MFC measure

produced slightly fewer cases of slope differences and slightly more cases of intercept differences; however, the pat-

tern of results in terms of where slope and/or intercept differences were found largely matched between Likert-type

and MFC. This suggests that MFC measures display similar levels of differential prediction compared with Likert-type

measures (RQ3).

Our research findings have important implications for the potential use of MFC personality measures in HR

development. First, in terms of test-taker reactions, our findings were somewhat contrary to expectations based on

theory, as there was no evidence of gender differences in test-taker reactions to MFC measures. It is possible that

our null findings in this area are a result of the efforts made in the design of A. Brown and Maydeu-Olivares' (2011)

five-factor personality test to balance dimension specifications and social desirability. Thus, our results provide some

evidence that men and women would not respond differently to the use of a well-designed and balanced MFC mea-

sure. Our sample focused on undergraduate college students, many of whom likely will or have already completed

personality tests in HR development contexts such as vocational counseling (McCrae & Costa Jr, 1991). Therefore,

our results suggest that the use of personality tests in such a context (e.g., helping students assess their career direc-

tions) is unlikely to be differentially affected between genders in terms of test-taker reactions.

Additionally, while the sample was not identical to a real-life employee selection setting, it is a common study

design used when one cannot obtain data from actual applicants and employees (e.g., 59 out of 74 studies in the

Cao & Drasgow, 2019, meta-analysis). Thus, while not ideal, Study 1 could approximate applicant reactions to

TABLE 5 Cohen's d between genders on the MFC and Likert-type measures in Study 2.

Variable

Male Female

Cohen's dGender Mean SD Mean SD

Openness Likert-type 0.024 0.951 �0.026 0.940 0.053

MFC 0.005 0.922 �0.054 0.839 0.066

Conscientiousness Likert-type �0.086 0.900 0.084 0.993 �0.179

MFC �0.082 0.858 0.023 0.917 �0.118

Extraversion Likert-type 0.088 0.926 �0.089 1.010 0.183

MFC 0.087 0.905 �0.069 0.913 0.172

Agreeableness Likert-type �0.208 0.903 0.206 0.960 �0.445

MFC �0.156 0.865 0.097 0.883 �0.290

Neuroticism Likert-type �0.177 0.911 0.180 0.996 �0.374

MFC �0.125 0.874 0.160 0.924 �0.317

Note: Mean differences were calculated on the factor scores on each of the Big Five (Likert-type and MFC) from the Graded

Response Model and TIRT respectively.

Abbreviations: MFC, multidimensional forced-choice; TIRT, Thurstonian item response theory.
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personality measures in a selection setting; future research could use actual job applicant reactions to validate and

support our findings. If future research supports our finding of little to no differential test-taker reactions between

males and females among actual job applicants, it suggests that there would be fewer fairness and legal problems in

TABLE 7 Tests of differential prediction of Likert-type personality across gender groups.

Predictor Outcome Step 1 Step 2 Step 3 Conclusion

Openness (Likert) Task

leadership

ΔR2=0.003,

ΔF=1.435

No bias

People

leadership

ΔR2=0.020,

ΔF=11.201**

ΔR2 < 0.001,
ΔF=0.787

ΔR2=0.019,

ΔF=21.619**

Intercept

differences onlyb

Charismatic

leadership

ΔR2=0.004,

ΔF=2.073

No bias

Ethical

leadership

ΔR2=0.021,

ΔF=11.592**

ΔR2 < 0.001,
ΔF=0.242

ΔR2=0.021,

ΔF=22.962**

Intercept

differences onlyb

Conscientiousness

(Likert)

Task

leadership

ΔR2=0.002,

ΔF=1.360

No bias

People

leadership

ΔR2=0.013,

ΔF=6.825**

ΔR2=0.005,

ΔF=5.005*

ΔR2=0.008,

ΔF=8.517**

Intercept and slope

differences

Charismatic

leadership

ΔR2 < 0.001,
ΔF=0.088

No bias

Ethical

leadership

ΔR2=0.012,

ΔF=6.681**

ΔR2=0.004,

ΔF=3.936*

ΔR2=0.008,

ΔF=9.308**

Intercept and slope

differences

Extra-version

(Likert)

Task

leadership

ΔR2=0.006,

ΔF=2.979

No bias

People

leadership

ΔR2=0.024,

ΔF=11.316**

ΔR2 < 0.001,
ΔF=0.673

ΔR2=0.023,

ΔF=21.967**

Intercept

differences onlyb

Charismatic

leadership

ΔR2=0.008,

ΔF=4.682**

ΔR2 < 0.001,
ΔF=0.423

ΔR2=0.008,

ΔF=8.948**

Intercept

differences onlyb

Ethical

leadership

ΔR2=0.024,

ΔF=11.538**

ΔR2 < 0.001,
ΔF=0.115

ΔR2=0.024,

ΔF=22.983**

Intercept

differences onlyb

Agreeableness

(Likert)

Task

leadership

ΔR2=0.003,

ΔF=1.697

No bias

People

leadership

ΔR2 < 0.001,
ΔF=0.021

No bias

Charismatic

leadership

ΔR2=0.004,

ΔF=2.129

No bias

Ethical

leadership

ΔR2 < 0.001,
ΔF=0.480

No bias

Neuroticism

(Likert)

Task

leadership

ΔR2=0.010,

ΔF=4.593*

ΔR2=0.002,

ΔF=1.778

ΔR2=0.008,

ΔF=7.402**

Intercept

differences onlyb

People

leadership

ΔR2=0.040,

ΔF=21.201**

ΔR2=0.002,

ΔF=1.620

ΔR2=0.039,

ΔF=40.752**

Intercept

differences onlyb

Charismatic

leadership

ΔR2=0.016,

ΔF=8.500**

ΔR2=0.002,

ΔF=1.951

ΔR2=0.014,

ΔF=15.031**

Intercept

differences onlyb

Ethical

leadership

ΔR2=0.040,

ΔF=20.121**

ΔR2=0.002,

ΔF=1.689

ΔR2=0.038,

ΔF=38.522**

Intercept

differences onlyb

Note: Differential prediction was conducted following the steps from Lautenschlager and Mendoza (1986).
aFemales are overpredicted.
bFemales are underpredicted.

*p < 0.05; **p < 0.01.
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terms of gender bias when using MFC assessments. Meaning, while prior research has suggested that negative test-

taker reactions can directly impact the diversity of the applicant pool, the perceptions of organizational justice, and

the likelihood of accepting a job offer (Konradt et al., 2017; J. M. McCarthy et al., 2013; Rynes & Barber, 1990;

Smither et al., 1993), the lack of significant findings suggests that using MFC measures would not lead to fewer

females in the applicant pool or fewer females accepting a job offer.

Second, we found that slopes of the relationships between personality dimensions and self-assessed leadership,

compared between males and females, were consistent (i.e., no meaningful evidence of differential prediction in

terms of slope differences). Slope differences were only evident in one pairwise comparison using MFC measures:

the slope of neuroticism predicting charismatic leadership was stronger among females than males. This is potentially

explainable by previous research finding the largest mean differences between genders on neuroticism, such that

females tended to score higher (Vianello et al., 2013). It is thus possible that the stronger endorsement of such traits

also leads to stronger expression of such traits in leadership, thus inflating the slope and size of the relationship. For

example, prior research has suggested that individuals vary in how much they express their personality while at work,

depending on the work environment (Barrick et al., 2004; Colbert et al., 2004). Moreover, overall, the amount of dif-

ferential prediction based on the change in R2 was generally lower among MFC measures compared with Likert type.

This again supports the viability of using MFC measures for HR development, especially in predicting self-assessed

leadership.

Thus, our study has important implications in providing evidence that MFC personality measures can be used to

not only obtain better fake-resistant estimates of applicant personality but also to identify individuals with perceived

high leadership abilities (e.g., in identifying high-potential employees; Bialek & Hagen, 2022). This directly addresses

a major gap in the literature of a lack of research on differential prediction as it pertains to personality and leadership,

with even more of a gap in research on how MFC measures relate to differential prediction. With future studies to

validate these findings in other contexts, the implications of gender fairness in terms of differential prediction would

be vital for both research and practice.

Finally, our study contributes unique findings identifying differential prediction in terms of intercept differences

on MFC personality measures, such that self-reported leadership outcomes are often underpredicted for females.

This finding is of vital importance for the feasibility of using MFC measures for HR development, as systematic

underprediction using a flawed predictor measure could result in decision-making that might lead to unfair outcomes.

This is especially important as there is an urgent need for organizations to better identify, support, and elevate

female leaders. The use of biased selection criteria would systematically underpredict (and thus, lead to under selec-

tion) of female applicants. Our evidence for intercept differences suggests that females' personality traits are related

to undervaluing their self-assessed leadership ability. Thus, it is possible that an HR development program that uses

a common regression line for MFC personality measures predicting leadership outcomes would result in lower lead-

ership scores predicted for females than what their true score would be, leading to systematic under-selection of

females for leadership-related roles. However, we note that the pattern of underprediction using MFC measures was

very similar to the pattern of underprediction using Likert-type measures. Thus, our findings again suggest that MFC

measures are no less appropriate than Likert-type measures in terms of differential prediction. Given the prevalence

of underprediction, extensive future research and development are needed to identify the source of the intercept

differences and remove as much bias as possible in the measures. Doing so would have important implications in bet-

ter addressing the gender differences currently seen in organizational leadership selection.

An anonymous reviewer also recommended that we analyze the data using a weighted composite score of all

five personality traits. We performed this for each of the four outcome variables separately. For example, we

regressed task leadership onto the five MFC personality traits, extracted the standardized coefficients, and then used

them to create a weighted composite of the five personality traits. We then tested for differential prediction. For all

four outcome variables, the weighted composite did not show any differential prediction bias. This was interesting in

that it suggested that the use of weighted composite personality scores could minimize the gender biases found

when using each personality trait separately. In real selection procedures where composite scores are common, this

is good news for researchers and practitioners who want to use MFC measures.
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Taken together, this study contributes to the literature on test fairness in MFC personality tests. Lee et al.

(2021) recently investigated issues of measurement bias in MFC personality tests using a differential item function-

ing (DIF) method and found only 1 out of 20 MFC item blocks showed DIF between male and female groups. How-

ever, no research has yet examined the fairness and predictive bias of MFC tests between male and female groups

via a differential prediction approach. Our study addresses this research gap by providing additional insights into the

test fairness issues of MFC personality tests. These findings can help researchers and practitioners better understand

the validity and fairness of MFC personality tests.

6.1 | Limitations and future research

As with any study, our research has limitations that should be addressed in future research. First, the data in the

test-taker reactions study were collected from undergraduate students, and the employee sample via the Mturk was

collected in research settings. While the former setting approximated the use of personality tests in vocational

counseling, the latter relies on self-report scores for outcome variables such as leadership. However, we noted that

most prior studies used similar simulated selection scenario designs, and those studies that did tend to report stron-

ger faking effects, which suggests that the design does approximate a selection setting (Cao & Drasgow, 2019). Addi-

tionally, we argued that self-assessed leadership is still a valuable outcome variable to study in other HR

development settings such as identifying employees for professional growth and training programs. That being said,

additional research on actual applicants and real selection settings would be necessary to be able to validate and gen-

eralize our findings to a selection system. Similarly, data collected in cross-sectional self-report designs like the one

used in Study 2 runs the risk of common method bias (Podsakoff et al., 2003) and bias in terms of self-reported lead-

ership compared with the others-report leadership measures that would be used in actual performance measurement

(Warech et al., 1998). While we took several steps throughout our methods and analysis to mitigate these concerns,

a better study design would be to collect data at two time points, with the leadership outcome data collected from

others-report sources to produce more accurate 360� evaluations of leadership.

In addition, adjustments to the MFC format could potentially address other test-taker concerns related to the

use of MFC measures. For example, our results showed that test-taker reactions to MFC measures were overall

more negative than reactions to Likert-type measures. According to Sass et al. (2020), negative reactions could

potentially be reduced through modifications to the MFC format that reduce the number of choices that need to be

made. For future research, they suggest that research on test-taker reactions should focus on motivation as opposed

to anxiety or cognitive load. Other suggestions have also been made—such as reducing negatively worded items—to

improve overall test-taker reactions to MFC measures (Dalal et al., 2019); however, this would need to be balanced

with the need for negatively worded items to have reliable scoring (Lee et al., 2022). Moreover, as MFC measures

become more popular and widespread, it is possible that applicants will become more used to the format and thus

grow to have fewer negative reactions.

In terms of differential prediction, we emphasize that our findings suggest that MFC measures underpredict

leadership outcomes for females just as frequently as Likert-type measures do. However, the evidence does suggest

that there is some differential validity and extensive intercept differences, contrary to some prior findings (Berry

et al., 2013). Thus, in order to ensure that personality measures (regardless of test format) would not be a limiting

factor (i.e., “glass ceiling”) preventing females from reaching higher levels of leadership positions, further research is

necessary to identify the root cause of differential prediction. Meade and Fetzer (2009) describe how differential

prediction could be caused by sources unrelated to the test itself, such as stronger mean differences on the criterion

side than on the predictor side, reliability, or omitted variables. For example, Keiser et al. (2016) found that the

underprediction of female performance in college based on admissions tests was explained by course-taking pat-

terns. Similarly, Schmitt et al. (2017) found that gender differences in personality could be explained by cultural

values such as egalitarianism.
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Future research identifying the source of differential prediction would be crucial to understanding the appropri-

ateness of MFC personality measures in selection contexts. Additionally, future research should focus on the size of

these differences. As Berry (2015) described, differences may be “sizable in percentage terms, in absolute terms

these are relatively small differences,” and for applied purposes, the magnitude may not be large enough to actually

lead to biased hiring results (p. 459). Finally, future research could expand our findings to other job-related outcomes

such as satisfaction and attrition. Given that the previous evidence for a lack of differential prediction was based on

performance outcomes, it is possible that the true cause is on the criterion side of what is being predicted.

7 | CONCLUSION

In conclusion, our study builds on increasing interest in the use of MFC personality measures in applied settings by

uniquely examining questions of fairness and bias based on gender. Given the growing interest in MFC measures for

selection and applied practice, it is of utmost importance to ensure that any tests used maintain fairness and equity

among protected groups, such as gender. Our research contributes to the literature on MFC personnel assessments

by examining gender biases in test-taker reactions and differential prediction. We hope that our research provides a

springboard and poses important questions for future research to build on and develop in pursuit of identifying

a better way to measure personality for the purposes of personnel selection and applied practice.
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ENDNOTES
1 Because our research question is at the univariate level and due to lower levels of correlations between dependent vari-

ables (see Tables 1 and 2), recent scholars have recommended the use of univariate ANOVAs with the Benjamini-

Hochberg correction instead of a MANOVA (Benjamini & Hochberg, 1995; Huang, 2020).
2 Please refer to Dueber et al. (2019) for further technical detail regarding empirical reliability.
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