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ABSTRACT
Recently, there has been an increase in text analysis and natural language processing for both 
research and applied practice, especially to quantify emotions in language (i.e. sentiment 
analysis). Building on different theories of how language and emotions interact and how 
these interactions differ by gender and race/ethnicity, our study assesses for bias in the use 
of common sentiment analysis tools (e.g. AFINN, NRC). Specifically, we focus on measurement 
bias and predictive bias between genders and races/ethnicities using a novel real-world 
dataset of participant interviews in a simulated multi-day team-based competition. There was 
no evidence of measurement bias by race/ethnicity, but there were some biases by gender; 
specifically, females tended to express higher mean levels and more variance in emotion. 
There was no evidence of predictive bias by gender or race/ethnicity, though the latter was 
marginally significant. We hope this study paves the way towards more inclusive and accurate 
analytical tools to help researchers reduce demographic biases in their research. These findings 
also hold importance for organizations in employing equitable tools to better understand the 
needs of their diverse customers and employees.

Recent years have witnessed an increase in using 
text data in psychological science, with sentiment 
analysis being one of the most popular methods, 
offering ample applications to fields such as psychol-
ogy, business, consumer science, and communica-
tions (Yadav & Vishwakarma, 2020). Sentiment 
analysis is a form of text analysis that focuses on 
identifying the underlying sentiment or emotion for 
a given text (Medhat et  al., 2014). One particular 
method involves a bag-of-words approach such that 
text is stemmed into individual words, then counted 
up according to a lexicon (i.e. dictionary) that assigns 
sentiment scores to each word. This approach to sen-
timent analysis is easy to apply and often used in 
applied settings such as analysis of consumer feed-
back, company culture surveys, and social media 
usage (Agarwal et  al., 2011; Yang et  al., 2010).

However, the use of sentiment analysis might pose 
risks of measurement bias when applied to human 
behavior, defined as the accuracy of an algorithm in 
reflecting genuine individual differences or similarities 
as opposed to ‘systematic error that magnifies or 
diminishes such differences or similarities’ (Tay et  al., 

2022, p. 7). In other words, the use of a computer 
algorithm – in this case, sentiment analysis – should 
accurately reflect different emotions between individ-
uals and groups and should not include systematic 
errors that systematically elevate or diminish the level 
of emotion captured by the algorithm. For example, 
sentiment analysis would be biased if it systematically 
and artificially scores men as having higher scores in 
a certain emotion compared to women. Some of 
these biases may be inappropriate, and their conse-
quences could be grave, especially when they concern 
high-stakes decision-making. For example, Amazon’s 
use of machine learning algorithms for employee 
selection was found to be biased against women 
engineers (Dastin, 2018). The application of sentiment 
analysis without consideration for gender or 
racial-ethnic biases could lead to major problems, 
especially if sentiment scores are used in situations 
such as predicting consumer feedback (e.g. the most 
negative consumer feedback gets flagged, and the 
consumer gets a discount code as an apology).

There has yet to be an investigation into gender and 
racial-ethnic biases of these popular sentiment analysis 
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tools. In the present study, we begin by reviewing the 
literature on how language is used to express emotion, 
and how this might differ between demographic vari-
ables such as gender and race/ethnicity. Next, we dis-
cuss in detail the concept of statistical bias using 
sentiment analysis scores, reviewing the importance of 
measurement invariance and differential prediction and 
how it could lead to downstream effects of bias against 
underrepresented groups. We then present novel empir-
ical data using a unique archival dataset consisting of 
reality TV competitions that were televised publicly over 
the course of several years. The text data comes from 
transcripts of each team member’s verbal statements 
made before and immediately after each competition 
that they participated in. This novel dataset allows us to 
uniquely test for effects in a real-world environment 
where people are providing their honest expressions of 
emotion before and after competing in a real-world 
game with real outcomes. Put together, this study con-
tributes important advances in the theory of how lan-
guage is used to express emotion, the practical use 
(and misuse) of sentiment analysis, and the unique large 
dataset drawn from real-world experiences to maximize 
external validity of findings.

Background

There is a vast history of sociolinguistic research that 
has long since established that language use for 
emotion differs between gender and racial-ethnic 
groups. Here, we focus on the verbal expression of 
emotion, defined as ‘psychological states that are 
experienced as coordinated patterns of physiology, 
behavior, and thoughts that occur within certain 
types of situations, and which are described with 
certain emotion category words (e.g. in English, 
“anger,” “disgust,” “fear,” “happiness,” “sadness”)’ 
(Lindquist et  al., 2016, p. 580). For example, women 
tend to show greater emotional expressivity, specifi-
cally for positive and prosocial emotions (e.g. empa-
thy, joy, enthusiasm) and other emotions that express 
powerlessness, like fear, sadness, and shame (Brody & 
Hall, 1993; Kring & Gordon, 1998). Moreover, differ-
ences between the sexes are larger for expressions 
than experiences; women are especially likely to 
show their emotions to a greater extent than men 
(Fischer & Manstead, 2000; LaFrance & Banaji, 1992). 
At the same time, there is evidence suggesting that 
these gender differences are not as apparent as orig-
inally thought. For example, in a meta-analysis, 
reports of pride showed no gender differences 
despite the stereotypes that men display more pride 
compared to women (Else-Quest et  al., 2012).

There is likewise a substantial body of research on 
the nature and extent to which cultural and 
racial-ethnic differences exist. For example, Hwang and 
Matsumoto (2012) examined how people from differ-
ent ethnic groups express and modify their perceived 
emotions in relationships; they found that Asian 
Americans and European Americans differed in how 
they perceive and moderate their emotions. Similarly, 
Hatfield et  al. (2009) found ethnic differences in emo-
tion expression in people of Chinese, Filipino, and 
Japanese ancestry, as they had different ideologies 
regarding how people should deal with strong emo-
tions regarding expression in intimate relationships. In 
another study by Consedine and Magai (2002), four 
minority ethnic groups within the US, namely, African 
Americans, West Indiana (Jamaican) and Eastern Slavs 
(Russians and Ukrainians) from the former Soviet 
Republic and US-born European Americans showed 
significant variations in 9 of 10 basic emotions mea-
sured by differential emotions scale which favored a 
cultural-developmental interpretation.

However, these gender and racial-ethnic differ-
ences in how individuals use language to express 
emotions have essentially been ignored when apply-
ing sentiment analysis tools. Here, we focus on the 
bag-of-words approach, a simple text analysis 
method that counts up words within a block of text 
according to a lexicon (i.e. dictionary) that assigns 
sentiment scores to each word. One popular lexicon 
is the AFINN lexicon, which assigns a sentiment score 
ranging from -5 (negative) to +5 (positive) for each 
word; this can then be aggregated across the block 
of text to estimate the sentiment of the person who 
wrote or spoke that text (Nielsen, 2011). Another 
popular lexicon is the NRC lexicon, which assigns a 
specific emotion to each word; this can then be 
counted up across a block of text (e.g. 10 out of the 
100 words expressed the ‘angry’ emotion) to esti-
mate the emotions displayed by the person who 
wrote or spoke that text (Mohammad & Turney, 
2010). Thus, both the AFINN and NRC methods of 
sentiment analysis produce a numerical score for 
that block of text that indicates how positive or neg-
ative that block of text is, and how many words that 
block of text uses that belong to one of eight differ-
ent distinct emotions (anger, anticipation, disgust, 
fear, joy, sadness, surprise, and trust).

When these numerical sentiment scores are used in 
any sort of multivariate analysis with other variables of 
interest (e.g. team performance), there may be statisti-
cal biases at play (Tay et  al., 2022). The present study 
focuses on two key areas of bias: measurement invari-
ance and differential prediction. Measurement 
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invariance refers to when a psychological measure pro-
duces scores that mean the same thing between differ-
ent demographic groups (Vandenberg & Lance, 2000). 
In a simple example, a measure is invariant if a score 
of 3.5 out of 5 on anxiety represents the same amount 
of anxiety for males compared to females. If a measure 
is non-invariant, then the scores are biased; two indi-
viduals of different groups who have the same amount 
of anxiety would get different scores. On the other 
hand, differential prediction refers to differences in the 
slopes and intercepts of regression equations when 
the psychological measure is used to predict a desired 
outcome (Berry, 2015). In a simple example, a measure 
shows differential prediction if, for one group of peo-
ple, the slope is larger (i.e. stronger criterion-related 
validity) and/or the intercept is larger (i.e. higher base 
rate scores on the measure). In both cases, these forms 
of statistical bias result in inaccurate scoring, whether 
it is inaccuracy in the score’s representation of the tar-
get construct or in the use of the score to predict an 
outcome. This can lead to further downstream effects. 
For example, if a measure is non-invariant (i.e. biased), 
then underrepresented groups might systematically 
receive higher scores on a negative construct than 
they would in reality on a non-biased measure. 
Similarly, if a measure shows differential prediction (i.e. 
biased), it might have poorer criterion-related validity 
among an underrepresented group than it would 
among other groups. Subsequently, any decisions 
made based on these scores could lead to systematic 
bias against the underrepresented group.

Thus, our study is among the first to directly 
investigate the extent to which gender and 
racial-ethnic biases exist in the use of popular senti-
ment analysis tools, empirically tested on a novel 
real-world archival dataset of reality TV interviews in 
a competitive game setting. Here, our focus is on 
identifying evidence of measurement non-invariance 
and differential prediction using sentiment scores 
based on the following research questions:

1.	 Is gender bias present in the use of sentiment 
analysis in terms of measurement invariance and 
differential prediction?

2.	 Is racial-ethnic bias present in the use of senti-
ment analysis in terms of measurement invari-
ance and differential prediction?

Methods

This is an archival dataset consisting of reality TV 
competitions that were televised publicly over sev-
eral years, and the data was obtained through the 

recordings. The advantage to using this archival, 
real-world dataset is that it was collected inde-
pendently of the research question at hand and fea-
tures real-world individuals engaging in team-based 
win vs. lose challenges, offering their raw, unfiltered 
(apart from TV editing) thoughts as they experienced 
the team-based game and subsequent consequences. 
In other words, it is a high-fidelity situation for study-
ing how people use language to express emotions in 
a team-based environment with high stakes (i.e. up 
to $1,000,000 for the first-place winner), which sug-
gests much stronger external validity and generaliz-
ability to real-life behavior compared to the traditional 
lab experiment used in most psychological research 
(Debrouwere & Rosseel, 2022). The reality TV show 
features two or three teams competing head-to-head 
in a series of 6 to 8 games with team-level outcomes 
(i.e. one team loses and the other teams win). Each 
team starts with between 6 to 10 players; players 
have never met prior to their competition, and there 
is no pre-designated leader. The primary variable of 
interest is text data: transcripts of each team mem-
ber’s verbal statements made before and immedi-
ately after each game they participate in. In total, we 
have a sample size of 1253 individual participant 
observations nested in 17 teams.

Measures

First, we conducted sentiment analysis on each of 
the 1253 text observations. AFINN gives us an aver-
age sentiment score (ranging from -5 for negative to 
+5 for positive) for each observation (Nielsen, 2011), 
while NRC gives us a count of the total words found 
for each of eight different emotional categories 
(anger, anticipation, disgust, fear, joy, sadness, sur-
prise, and trust; Mohammad & Turney, 2010). Next, 
we used team-level outcome (dichotomous win/lose) 
as the outcome variable to be predicted by senti-
ment scores. Finally, we used the following demo-
graphic variables: presenting race-ethnicity and 
presenting gender. Because our dataset did not 
include exact gender identity and race-ethnicity, we 
used dichotomous coding (i.e. majority vs. minority 
race, male vs. female gender) based on gender and 
racial-ethnic presentation on the TV show.

Analysis

We examined potential gender and racial biases in 
sentiment analysis by conducting tests of measure-
ment invariance and differential prediction. To test 
measurement invariance between NRC emotions 
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among race and gender groups, we fit a two-factor 
CFA model with the eight emotions loading onto 
latent factors of positive and negative affect based 
on the structure defined by the NRC lexicon 
(Mohammad & Turney, 2010). Specifically, anticipa-
tion, joy, trust, and surprise were coded as positive 
emotions (Mohammad & Turney, 2010), while anger, 
disgust, fear, sadness, and surprise were coded as 
negative emotions (Mohammad & Turney, 2010); sur-
prise could be coded as both positive and negative 
(see Figure 1 for a visual explanation of the factor 
structure). We subsequently tested for measurement 
invariance using the moderated nonlinear factor 
analysis (MNLFA) method developed by Bauer (2017). 
This method has the advantage of testing specific 
differential item functioning (DIF) of each item (in 
this case, each emotion) as opposed to just testing 
the overall fit of the model; it is capable of testing 
more than one grouping variable at a time (in this 
case, both race and gender simultaneously). Briefly, 
the procedure involves establishing a baseline model 
to test for the impact of gender and race on the 
mean and variance parameters of the two factors, 
then testing the impact of gender and race on each 
specific factor loading parameter within the model 
(i.e. each of the eight emotions loading onto positive 
and negative affect). We refer interested readers to 
Bauer (2017) and Bauer et  al. (2020) for details on 
the procedure. To test for differential prediction of 
AFINN lexicon predicting team outcome, we fit a 
multilevel logistic regression with the Level 1 predic-
tor (AFINN) and the Level 2 outcome (team win or 

loss), then adding gender and race as moderators. A 
significant moderation effect indicates differential 
prediction; that is, the ability of AFINN to predict 
team-level outcomes depends on the gender and/or 
race of the individual.

Results

Measurement invariance (RQ1a and RQ2a)

Following the MNLFA method (Bauer, 2017; Bauer 
et  al., 2020), we first fit a two-factor CFA of the eight 
emotions loading onto positive and negative affected, 
which produced excellent fit: 𝟀2(18) = 70.147, 
p < 0.001, robust CFI = 0.976, robust TLI = 0.963, 
robust RMSEA = 0.060, and SRMR = 0.035. Figure 1 
depicts the baseline factor structure.

Table 1 depicts the impact of the two demographic 
variables on the mean positive and negative affect 
scores and the variance; significant results indicate 
that there are differences in mean scores and variance 
based on that demographic variable. The only signifi-
cant demographic variable was gender. In other 
words, the structure of NRC emotions (i.e. loadings 
onto positive/negative affect and variance of emotion) 
was invariant between race-ethnicity but not gender. 
Thus, subsequent analyses focused on gender.

Next, the MNLFA procedure tested the impact of 
gender on each of the eight specific NRC emotions 
in separate models. There were significant differences 
in anger (𝟀2(2) = 70.477, p < 0.001) and fear (𝟀2(2) = 
20.015, p < 0.001). In other words, anger and fear 

Figure 1.  Baseline two-factor structure for measurement invariance testing.
Notes: standardized parameter values are shown. pos = positive affect, neg = negative affect, antcp = anticipation, joy = joy, trust = trust, srprs = surprise, 
anger = anger, dsgst = disgust, fear = fear, and sdnss = sadness.
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showed evidence of differential item functioning 
based on gender. The final model results are shown 
in Table 2. The factor loadings for anger and fear 
were weaker for females compared to males, mean-
ing that anger and fear matter less among females in 
explaining negative emotions.

Differential prediction (RQ1b and RQ2b)

The baseline multilevel model of AFINN (Level 1) pre-
dicting team win/loss (Level 2) was significant: 𝜷 = 
-0.134, p = 0.015. In other words, as AFINN increased 
(i.e. more positive), the likelihood of team loss slightly 
decreased. When gender was added as a moderator, 
the model comparison between the baseline model 
and the model with gender was not significant: 𝟀2(2) 
= 0.416, p = 0.812. Thus, there is no evidence for dif-
ferential prediction by gender. When race was added 
as a moderator, the model comparison between the 
baseline model and the model with race was mar-
ginally significant: 𝟀2(2) = 5.884, p = 0.053. Thus, there 
is potentially some evidence for differential predic-
tion by race/ethnicity.

Discussion

The results show mixed evidence for gender and 
racial-ethnic bias in the use of language to express 
emotion. In terms of measurement invariance, there 
was no evidence of differences by race-ethnicity. 
However, there were some differences by gender: 
specifically, females tended to express higher mean 
levels of both positive and negative emotion and 
more variance in both positive and negative emo-
tion. Moreover, the factor loadings for anger and fear 
(onto negative emotion) were weaker for females 
compared to males. In terms of differential predic-
tion, there was no evidence of bias based on gender. 
However, the model including race-ethnicity as a 
moderator was marginally significant, which suggests 
some potential effect such that the ability of senti-
ment to predict team outcomes varies based on 
race/ethnicity.

The results from the measurement invariance tests 
highlighting gender differences imply that women 
express higher levels of positive and negative emotions 
and a broader range of emotions than men. Additionally, 
anger and fear matter less among females in explaining 

Table 1.  Mean and variance impact of gender and race on NRC emotions.
Mean impact of Parameter Est SE p Interpretation

gender positive 0.202 0.088 0.022 Females score higher on positive emotions
negative 0.193 0.085 0.023 Females score higher on negative emotions

race positive 0.089 0.109 0.414
negative −0.127 0.087 0.145

Variance impact of
gender variance 0.657 0.222 0.003 Females show more variance in emotions
race variance −0.283 0.174 0.103

Table 2.  Final model results from MNLFA.

positive BY Est SE p Interpretation
anticipation 0.035 0.005 0.000 invariant item, interpret normally
joy 0.037 0.005 0.000 invariant item, interpret normally
surprise 0.019 0.003 0.000 invariant item, interpret normally
trust 0.033 0.004 0.000 invariant item, interpret normally
negative BY Est. SE p Interpretation
anger NA DIF shown
disgust 0.013 0.002 0.000 invariant item, interpret normally
fear NA DIF shown
sadness 0.013 0.003 0.000 invariant item, interpret normally
surprise 0.009 0.005 0.058 invariant item, interpret normally
positive ON Est. SE p Interpretation
gender 0.182 0.083 0.027 females score higher on positive emotions
negative ON Est. SE p Interpretation
gender 0.354 0.161 0.028 females score higher on negative emotions
positive WITH Est. SE p Interpretation
negative 0.491 0.174 0.005 significant correlation between positive and negative emotion
variance impact Est. SE p Interpretation
gender_positive 0.358 0.155 0.020 females show more variance in positive emotions
gender_negative 1.405 0.447 0.002 females show more variance in negative emotions
factor loading DIF Est. SE p Interpretation
anger base 0.028 0.006 0.000 NA
anger by gender −0.008 0.002 0.000 anger matters less for females in explaining negative emotions
fear base 0.020 0.005 0.000 NA
fear by gender −0.006 0.002 0.003 fear matters less for females in explaining negative emotions
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negative emotions. This aligns with decades of previous 
research that has shown gender variations in emotion 
expression (e.g. Durik et  al., 2006; Hatfield et  al., 2009). 
However, our finding on the factor loadings of anger 
and fear opens the door to further investigation; prior 
research has focused on how females express more 
amount of emotions like anger and fear (Else-Quest 
et  al., 2006). The finding that anger and fear ‘matter less’ 
in explaining negative emotions points to further 
research to investigate if more amount of these emo-
tions, as prior studies suggest, lead to more downstream 
experiences of negative emotions. Alternatively, even if 
females express more of these emotions, they may not 
reflect the same amount of negativity compared 
to males.

In terms of differential prediction, having no evi-
dence for significant variation in gender implies that the 
sentiment score (AFINN) predicts team performance 
outcomes similarly for men and women. This suggests 
that there is no bias in predicting outcomes based on 
gender. However, we find potential differences in team 
performance outcomes for race-ethnicity, implying that 
the ability of sentiment scores to predict outcomes may 
vary across different ethnic and racial groups. This find-
ing aligns with prior literature highlighting ethnic differ-
ences in emotion expression (Hatfield et  al., 2009; 
Hwang & Matsumoto, 2012). Although this evidence is 
not strong, it raises the possibility that sentiment analy-
sis might not be equally effective for predicting team 
outcomes across different racial-ethnic groups. This 
paves the way for future research to delve more thor-
oughly into the efficacy and fairness of using sentiment 
analysis as a predictor of various outcomes, such as 
performance.

Recent research in language, gender and emotion 
studies echo similar findings to our analyses. In a study 
on emotion expression, gender, and voter reactions 
during German televised debates, Boussalis et  al. 
(2021) found that the former female Vice Chancellor of 
Germany expressed less anger than her male counter-
parts. Voters tended to punish the Vice Chancellor for 
expressing anger and reward her for expressing happi-
ness, with the opposite effects for the male counter-
parts. Voters also responded positively when she 
expressed more emotions, with a similar trend for 
other women candidates in the minor party debates. 
This finding somewhat aligns with our findings and 
previous research on how women are expected to 
express more cordial emotions and stray away from 
authoritative emotions like anger. Another study exam-
ining the gender differences in the use of language 
using a keyword-based approach found that women 
used more positive emotions (more words related to 

joy), and men used more words in the category of 
anger and swear words. The researchers also high-
lighted that women did not necessarily use more 
words related to emotions than men. Building on to 
our finding of the differences between racial-ethnic 
groups, a relevant study by Jackson et al. (2019) under-
scores that emotion concepts have different patterns 
of associations and ways of expression across different 
languages and cultures and highlights the possibility 
that emotion experiences vary across cultures.

Limitations and future directions

First and foremost, our data and methods were lim-
ited by the use of the Survivor TV dataset and the 
application of simpler bag-of-words sentiment analy-
sis methods. While the reality TV setting offered 
unique opportunities to measure real-world human 
behavior outside of a lab setting and in high-stakes 
competition, future studies can utilize different set-
tings such as everyday communications, transcripts 
from court hearings or business meetings, or public 
speeches to investigate if differences exist based on 
the setting of communication. Additionally, more 
recent developments in sentiment analysis use 
sophisticated models such as BERT (Hoang et  al., 
2019) and large language models (e.g., GPT). 
However, these can be difficult to implement with-
out advanced training in natural language process-
ing and coding, especially if one wishes to fine-tune 
the GPT model to use it for sentimen, and thus, they 
are still less accessible to the general population. As 
such methods become more popular, future studies 
can test for biases in these modern algorithms.

Second, while our study offers an initial investigation 
into measurement bias from sentiment analysis, it does 
not take the next step of disaggregating measurement 
bias from true subgroup differences. In other words, our 
study suggests that women score higher in positive and 
negative emotions and score in a broader range of 
emotions than men. It does not determine if these dif-
ferences are due to measurement bias in the algorithm 
– and thus should be statistically eliminated – or due to 
true subgroup differences by gender. Future research 
can explore the reasons behind the variations and 
potential biases found in our analyses to identify spe-
cific sources or causes, specifically to separate measure-
ment bias from true subgroup differences.

Conclusion

Building on a robust literature of emotions, language, 
and demographic differences in the expression of 
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emotion, our study offers a unique investigation into 
how popular sentiment analysis of text could perpet-
uate or exacerbate existing demographic biases. We 
use a novel real-world dataset of reality TV transcrip-
tions and apply measurement invariance and differ-
ential prediction analyses to demonstrate some 
evidence of gender and racial-ethnic differences; that 
is, the use of language to express emotion, as mea-
sured by AFINN and NRC, differs somewhat between 
gender groups and racial-ethnic groups.

This study makes several key contributions by 
highlighting the potential flaws in widely used meth-
odologies in emotion detection, including studies as 
recent as the past five years, thus suggesting the 
need for adjustments. It also sheds light on how dif-
ferent gender and ethnic-racial groups differ in their 
use of language to express emotions, allowing for 
more tailored and fair applications of sentiment anal-
ysis across diverse populations. These findings may 
benefit researchers and academicians by helping 
them consider demographic biases in their analysis 
by rigorously testing and adjusting their tools for 
accuracy and fairness. In terms of organizational set-
ting, it may be helpful in equitable decision-making, 
enhanced customer feedback analysis, and better 
market research and consumer insights. We hope 
this study inspires future researchers to more thor-
oughly examine bias in new and exciting text analy-
sis technologies and utilize novel and interesting 
data sources beyond the traditional student or online 
panel samples.
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